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6.1 INTRODUCTION 
Matrices and Determinants have become an important tool in the study of science 
and engineering. 

In this unit, we will introduce matrices and various operations involving them. 
After introducing the notion of determinant of a square matric, some important 
properties of determinants are observed. These properties are useful in computing 
the determinants of a matric more efficiently. Determinants will be used to 
understand certain aspects of matrices. The notion of adjoint and inverse of a 
matric are also introduced and these concepts will be used in solving a system of 
linear equations. 

Objectives 
After studying this unit, you should be able to 

• introduce the notion of matrices and operations involving matrices, 

• introduce determinants of order n and give some useful properties of 
determinants, 

• introduce the concept of inverse of a matrix, and 

• understand certain aspects of matrices in terms of determinants. 

6.2 MATRICES 

In this section, we introduce the notion of a matrix and then study some aspects of 
matrices which are extremely useful to understand several engineering systems. 
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A matrix of order m by n is an array of mn numbers (real or complex), arranged in 
m ordered rows (each row containing n numbers) and n ordered columns (each 
column containing m numbers). Note that the order, m by n, of a matrix 
determines the number of rows, m, and the number of columns, n, associated with 
the matrix. Let the ith row of a m by n matrix consists of the n numbers. 

Mathematics-II 
 

  , n iii aaa ...21

for i = 1 to m. If we denote this matrix by A, then we usually write 

   
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

=

mnmm

n

n

aaa

aaa
aaa

A

...
............

...

...

21

22221

11211

or, more compactly as, 

  njiaA ij toandto 1m1),( === . 

Note that the first suffix i in aij refers to the row index and the second suffix j in 
aij refers to the column index. The number aij is called the entry or element in the 
ith row and jth column of the matrix A. 

A matrix is called a rectangular matrix or a square matrix as m ≠ n or m = n. 
A square matrix with n rows and n columns is also referred to as a n-square 
matrix or a square matrix of order n. A matrix of order m by 1 is called a column 
matrix. Similarly, a matrix of order 1 by n is called a row matrix. For example, 
the following are matrices of orders mentioned against each matrix : 

   : matrix of order 2 by 3. ⎥
⎦

⎤
⎢
⎣

⎡
502
321

   : square matrix of order 3. 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

987
654
321

    : column matrix of order 3 by 1. 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

3
2
1

   : row matrix of order 1 by 3. [ ]121

Amongst all the m by n matrices, a matrix with every entry 0 is called a null (or 
zero) matrix. A null matrix is denoted by 0. Note that we have a null matrix of 
every order and each of these is denoted by the same symbol, viz., 0. The 
following are example of null matrices : 

    : null matrix of order 3 by 2. 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

00
00
00

   : null matrix of order 2 by 4. ⎥
⎦

⎤
⎢
⎣

⎡
0000
0000

Amongst all the n square matrices, we also single out the following matrix : 
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  , )(

1...000
.
.

0...010
0...001

ijaA =

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

i.e., aij = 0 for i ≠ j and aij = 1 for i = j. This matrix is called the identity matrix (or 
Unit Matrix) and is denoted by I. Again, note that we have an identity matrix I for 
every n and each of these is denoted by the same symbol, viz. I. For example, the 
identity matrix of order 3 is 

   
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

100
010
001

We remark that the context in which a null matrix or identity matrix is used 
usually indicates the order of these matrices. Otherwise, the order of a null or 
identity matrix should be specified. 

A square matrix A = (aij) is called a diagonal matrix if aij = 0 for i ≠ j and aii are 
arbitrary. The diagonal matrices play an important role. The following is an 
example of a diagonal matrix of order 4 : 

   

⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡
−

0000
0300
00i20
0001

Note that some diagonal entries, aii, of a diagonal matrix may also be zero. 

A square matrix A = (aij) is called an upper triangular matrix if aij = 0 for i > j 
and a lower triangular matrix if aij = 0 for i < j. A matrix which is either upper 
triangular or lower triangular is called triangular matrix. Note that a diagonal 
matrix is both upper triangular and lower triangular. The following are examples 
of triangular matrices : 

   : upper triangular matrix of order 4 
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

+
−

+

6000
5100
2120
4321

i

i

   : lower triangular matrix of order 4. 
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢

⎣

⎡

+

+

i

ii

6520
0010
002
0003

Either of these matrices is an example of a triangular matrix. 

6.2.1 Equality of Matrices 
Let  be any two matrices of the same order. Then, we 
define 

)()( and ijij bBaA ==

   for all i and j. ijij baBA =⇔=
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Thus, two matrices are equal if Mathematics-II 
 

(i) their orders are same, and 

(ii) the entries in the corresponding positions are same. 

Observe that the following properties are satisfied by the above concept of 
equality of matrices. 

(i) ABBA =⇒=  

(ii) CACBandBA =⇒==  

6.2.2 Sum of Matrices 
The sum A + B of two matrices )()( and ijij bBaA ==  of the same order is 
defined by 
  )( ijij baBA +=+  

Thus, we add the corresponding entries of two matrices to find the sum of the 
given matrices. For example, if 

          ⎥
⎦

⎤
⎢
⎣

⎡
+−
−

=⎥
⎦

⎤
⎢
⎣

⎡
−+

=
0236
11

143
021

and
i

i
B

i
A

then   ⎥
⎦

⎤
⎢
⎣

⎡
−++−

+
=+

1273
111

ii
i

BA

The following properties of addition of matrices, as defined above, are easy to 
prove : 

(iii) The sum of any two matrices of the same order is a matrix of the 
same order. 

(iv) ABBA +=+  for any two matrices A and B of the same order. 

(v) C)(BACB)(A ++=++  for any three matrices A, B and C of 
the same order. 

(iv) A + 0 = 0 + A = A for any matrix A, where 0 is a null matrix of the 
same order as that of A. 

(vii) For any matrix A, we can associate a matrix B such that 
0ABBA =+=+ . In fact, if )a(Bthen),(aA ijij −== . The 

matrix B thus obtained is usually denoted by (– A) and is called 
the negative of A. 

6.2.3 Scalar Multiplication 
We define multiplication of a matrix )( ijaA =  by a scalar (number) α by the 
following rule : 

  )( ijaAA α=α=α , 

i.e., we multiply every entry of A by α to obtain αA. For example, if 

     ⎥
⎦

⎤
⎢
⎣

⎡
−+

−
=

4173
4301

ii
A
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⎦

⎤
⎢
⎣

⎡
−+

−
=

16428124
161204

4
ii

A

and   ⎥
⎦

⎤
⎢
⎣

⎡
−+−−

−
=

iii
iii

Ai
4371

430

The following properties of scalar multiplication follow from the definition : 

(viii) αA is a matrix of the same order as that of A for every α. 

(ix)  BαAαB)(Aα +=+

(x)  AβAαAβ)(α +=+

(xi)  A)(βαAβ)(α =

(xii) I A = A I = A 

6.2.4 Transpose and Conjugate of a Matrix 
Let  be a m by n matrix. A new matrix, of order n by m, called the 
transpose of A and denoted by A

)( ijaA =
T, can be associated with the matrix A as  

follows : 

   .11),( toandto minjaA ji
T ===

Thus the ith row of A is the ith column of AT and the jth column of A is the jth 
row of AT. To obtain the transpose of a matrix, we have to interchange its rows 
and columns. For example, if 

   
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
=

54
23
12

521
432

then TAA

If aij are complex numbers, we can also define the conjugate, denoted by A , of 
the matrix  as follows : )( ijaA =

  )( ijaA =  

i.e. we replace every aij by its conjugate ija  to obtain A . For example, if 

  ⎥
⎦

⎤
⎢
⎣

⎡
−+

−
=⎥

⎦

⎤
⎢
⎣

⎡
+−

+
=

ii
i

A
ii

i
A

243
21

243
21

then  

We observe the following properties which follow from the definition itself : 

(xiii)  A)(A TT =

(xiv)  TTT BAB)(A +=+

(xv) A)A( =  

(xvi) BAB)(A +=+  

(xvii)  TT AαA)(α =

(xviii) AαA)(α =  
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Using the notions of conjugate and transpose of a matrix, we now define some 
special types of matrices. These matrices have some properties which are not 
valid for arbitrary matrices. 

A matrix A is called a symmetric matrix, if 

   TAA =

Thus,  is a symmetric matrix, if )( ijaA =

   for all i and j jiij aa =

For example, the matrix 

   
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡−

534
302
421

is a symmetric matrix. 

A matrix  is called skew-symmetric, if )( ijaA =

  jiij aa −=  for all i and j, 

i.e.   TAA −=

For example, the matrix 

   
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−

−

032
301
210

is a skew-symmetric matrix. 

Note that  for all i = j in a skew-symmetric matrix because 0=iia

  iiii aa −=  

 
SAQ 1 

 

(a) Verify properties (v), (ix), (x) and (xi) with the following data : 

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−−

−
=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−
−
+

=
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

+
+
−−

=
i

i
ii

C
i

ii
ii

B
ii
ii

ii
A

6024
5322

1320
,

3430
110
2321

,
143
4201

432

 
and α = 2, β = − 3i. 

 

 

 

(b) Verify the properties (xiii) to (xviii) using the data given in SAQ 1(a). 
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6.3 MATRIX MULTIPLICATION 

In this section, we introduce the important concept of matrix multiplication. 
Let  be a matrix of order m by n and )( ijaA = )( jkbB =  be a matrix of order n by 
p so that i = 1 to m, j = 1 to n and k = 1 to p. Note that n is common in the orders 
of A and B, i.e. the number of columns of A equals the number of rows of B. If A 
and B have the orders as specified, then we say that A is conformable or 
compatible with B for multiplication. Further, the product of A with B, denoted by 
AB, is defined as follows : 
  ,1,1),( toto pkmicAB ik ===  

where   nkinkikiik bababac +++= ...2211  

Thus, each of the n numbers in ith row of A, viz,  is multiplied with the 
corresponding number in the kth column of B, viz,  and these n products are 
added to obtain , the element in the ith row and kth column of the matrix AB. 
Thus, we can write 

ija

jkb

ikc

  , jkij

n

j
ik bac ∑

=

=
1

Note that the matrix AB, as defined above, is of order m by p, where m is the 
number of rows of A and p is the number of columns of B. 
As an example, let 

   ⎥
⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
=

125
014

54
21

and BA

Since the number of columns of A equals the number of rows of B, we can 
multiply A with B. AB is of order 2 by 3. Thus, we have 

   ⎥
⎦

⎤
⎢
⎣

⎡
×+××+××+×
×+××+××+×

=
150425145544
120122115241

AB

         ⎥
⎦

⎤
⎢
⎣

⎡
=

51441
2514

It may be noted that AB may be defined whereas BA may not be defined, because 
B may not be conformable with A for multiplication. However, if A and B are 
square matrices of the same order then both AB and BA are defined. 
Theorem 1 

Prove the following properties of matrix multiplication : 
(i)  C(AB)(BC)A =

(ii)  ACABC)(BA +=+

(iii)  BCACCB)(A +=+
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(iv) B)(αA(AB)αBA)(α ==  Mathematics-II 
 

(v)  TTT AB(AB) =

(vi) BAAB =  

(vii) AIAAI ==  

Proof 
Here we have assumed that the orders of the matrices A, B and C are such 
that the various matrices involved in the above properties are well defined. 
For example in (ii) if A is of order m by n then the orders of both B and C 
must be n by p for some p. 

(i) Let , )( ijaA = )( klbB = , and )( rscC =  be m × n, n × p, and p × q 
matrices respectively, i.e. plnkjmi ≤≤≤≤≤≤ 1,,1,1  

(i, l)th element of  jlij

n

j
baAB ∑

=

=
1

Hence for qsmi ≤≤≤≤ 1,1  

(i, s)th element of (AB) C 

   ksjkij

n

j

p

k
cba ⎟

⎟

⎠

⎞

⎜
⎜

⎝

⎛
= ∑∑

== 11

                . . . (6.1) ksjkij

n

j

p

k
cba∑∑

==

=
11

Also for qsnk ≤≤≤≤ 1,1  

(k, s)th element of  ksjk

p

k
cbBC ∑

=

=
1

Hence for qsmi ≤≤≤≤ 1,1  

(i, s)th element of A (BC) 

   ⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛
= ∑∑

==
ksjk

p

k
ij

n

j
cba

11

   kskjij

p

k

n

j
cba∑∑

==

=
11

                . . . (6.2) ksjkij

n

j

p

k
cba∑∑

==

=
11

By rearranging the sum from Eqs. (6.1) and (6.2), we conclude that 
  A (BC) = (AB) C 

(ii) Let , )( ijaA = )( jkbB = , and )( jkcC =  be m × n, n × p, and n × p 
matrices. Note that B and C are of the same order so that B + C is 
defined as )( jkjk cbCB +=+ . 

Hence (i, k)th element of 
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1
jkjkij

n

j
cbaCBA +=+ ∑

=

        jkij

n

j
jkij

n

j
caba ∑∑

==

+=
11

      = (i, k)th element of AB + (i, k)th element of AC 

∴  For pkmi ≤≤≤≤ 1,1  

  A (B + C) = AB + AC 

Similarly, (iii) and (iv) can be proved. 

(v) Let , )( ijaA = )( jkbB =  be two m × n, n × p matrices, respectively. 

Then  where  and  where )( ji
T cA = ijji ac = )( kj

T dB = jkkj bd =  are  
n × m and p × n matrices, respectively. 

Now AB is a m × p matric ⇒ (AB)T is a p × m matric. 

Also BT AT is a p × m matric. 

Thus, both (AB)T and BT ATare matrices of order p × m. 

(k, i)th entry of (AB)T

   = (i, k)th entry of AB 

   jikj

n

j
kjji

n

j
jkij

n

j
cddcba ∑∑∑

===

===
111

   = (k, i)th entry of BT AT. 

∴  (AB)T = BT AT. 

Similarly, (vi) and (vii) can be proved. 

Most of the properties that we have listed about matrix operations (addition, 
scalar multiplication, multiplication) are also valid in numbers. However, there 
are some important differences also. We bring these out in the following 
examples. 

 
 

Example 6.1 

Show that AB ≠ BA in general. 

Solution 

Let  
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−=⎥

⎦

⎤
⎢
⎣

⎡
=

32
11
00

,
110
321

BA

then  
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−−−=⎥

⎦

⎤
⎢
⎣

⎡
=

972
211

000
,

41
114

and BAAB

In general, if A is of order m × n and B of order n × m, then AB is of order  
m × m and BA of order n × n. Thus, if m ≠ n, AB and BA are of different 
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orders and hence can never be equal. Even if m = n, AB ≠ BA. For example 
if 

    ⎥
⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
=

00
10

,
00
01

BA

then . Note that AB ≠ BA. ⎥
⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
=

00
00

,
00
10

BAAB

 
 Example 6.2 

Consider matrices A and B of Example 6.1. Here we have BA = 0 where 
neither B = 0 nor A = 0. 

It may also be noted that BA = 0 but AB ≠ 0. 
 

 Example 6.3 

Let  ⎥
⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
=⎥

⎦

⎤
⎢
⎣

⎡
=

11
11

,
11
21

,
00
01

CBA

then  ⎥
⎦

⎤
⎢
⎣

⎡
=−

00
10

CB

Example 6.1 shows that 
  A (B – C) = 0 
i.e. AB – AC = 0, 
i.e. AB = AC 

Thus, AB = AC but B ≠ C 
 

 Example 6.4 

Let  ⎥
⎦

⎤
⎢
⎣

⎡
−

−
=⎥

⎦

⎤
⎢
⎣

⎡
−

−
=

01
10

,
10
01

and BA

then  ⎥
⎦

⎤
⎢
⎣

⎡
==⎥

⎦

⎤
⎢
⎣

⎡
==

10
01

,
10
01 22 and BBBAAA

Thus, . BABA ≠= but22

 
 
 

Example 6.5 

Let    ⎥
⎦

⎤
⎢
⎣

⎡
−

=⎥
⎦

⎤
⎢
⎣

⎡
=

01
10

,
01
10

and BA

then  ⎥
⎦

⎤
⎢
⎣

⎡
−

−
=⎥

⎦

⎤
⎢
⎣

⎡
=

10
01

,
10
01 22 and BA

Thus,  but neither A = 0 nor B = 0. 022 =+ BA
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The above examples show that we have to be careful while working with various 
matrix operations. The usual rules of the arithmetic of numbers are not valid in 
the case of matrices. 
 

 
Example 6.6 

In this example, we observe that any system of linear equations can be 
compactly written as a matrix equation. 
Consider the following system of m linear equations in n variables : 

  

mnmnmm

2n2n222121

1n1n212111

bxaxaxa

bxa...xaxa
bxa...xaxa

=+++

=+++
=+++

...
...
...

.

2211

..
 

Using the arithmetic of matrices, this system can be represented by the 
matrix equation 

  AX = B, 

where . 

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

⎥
⎥
⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡

=

mnmnmm

n

n

b

b
b

B

x

x
x

X

aaa

aaa
aaa

A

.

.

.
,

.

.

.
,

...
............
............
............

...

...

2

1

2

1

21

22221

11211

SAQ 2 
 

 

(a) If , verify that (A + I) (A – 4I) = 0. ⎥
⎦

⎤
⎢
⎣

⎡
−

−
=

13
22

A

 

 

 

 

 

 

(b) Find the matrix X so that 

   ⎥
⎦

⎤
⎢
⎣

⎡ −−−
=⎥

⎦

⎤
⎢
⎣

⎡
642
987

654
321

X
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(c) If  
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡ −
=

100
0cossin
0sincos

)( xx
xx

xf

Prove that f (α) f (β) = f (α + β). 

 

 

 

 

 

(d) Let A be a square matric. Show that )(
2
1 TAA +  is a symmetric 

matrix and )(
2
1 TAA −  is a skew symmetric matrix. 

 

 

 

 

 

(e) If A and B are square matrices of same order, then prove that 

(i) If A and B are symmetric, A – B is also symmetric. 

(ii) If A and B are skew symmetric, A – B is also skew symmetric. 

 

 

 

 

 

6.4 DETERMINANTS 

Determinant of a Square Matrix 

With every square matrix A, we associate a unique number called the 
determinant of the matrix and is denoted by det A or | A | and is defined as 
follows : 

If A = (a11) is a square matrix of order 1, then det A = a11, i.e. | a11 | = a11. 
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DeterminantsIf  is a square matrix of order 2, then ⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
=

2221

1211

aa
aa

A

det 21122211
2221

1211 aaaa
aa
aa

A −==  

If  is a square matrix of order 3, then 
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

333231

232221

131211

aaa
aaa
aaa

A

        det 
333231

232221

131211

aaa
aaa
aaa

A =  

                
3231

2221
13

3331

2321
12

3332

2322
11 aa

aa
a

aa
aa

a
aa
aa

a +−=    . . . (1) 

We say that the determinant has been expanded with the help of the first 
row. 

The expansion with the help of the second row will be 

  
3231

1211
23

3331

1311
22

3332

1312
21 aa

aa
a

aa
aa

a
aa
aa

a −+−    . . . (2) 

It can be verified that the value given by Eq. (2) is the same as given by  
Eq. (1). We can also expand it with the help of any column. For example 
expanding along the second column, we get its value equal to 

  
2321

1311
32

3331

1311
22

3331

2321
12 aa

aa
a

aa
aa

a
aa
aa

a −+−    . . . (3) 

For example, 

(i) if  A = (− 3), then det A = − 3 

(ii) if  then det A = 4.7 – 2 . (– 1) = 28 + 2 = 30 ,
71
24
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−

=A

(iii) if  then ,
310
500
142

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=A

10
00

1
30
50

4
31
50

2det +−=A  

    = 2 (0 – 5) – 4 (0 – 0) + 1 (0 – 0) 

    = − 10 

Evaluation of a Determinant of a Square Matrix of Order 3 by Sarrus Rule 

A more convenient method for evaluating a determinant of a square matrix 
of order 3 is given below. This is called sarrus rule. 

Consider the determinant 
333231

232221

131211

aaa
aaa
aaa

 and write the elements as 

 

aB21 aB22 aB23 aB21 aB22 

a11 a12 a13 a11 a12 
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The value of the determinant is obtained by adding the products of elements 
along the diagonals parallel to main diagonal and subtracting the sum of the 
products of elements along the diagonals which run up from left to right. 
Observe that the first two columns are repeated in the above table to 
complete the process. 

Remark 

This method is only for determinants of order 3. 

For example, to evaluate 
742
051
412

−

−
, write the elements as 

 

 

 

 

 

 
The value of the given determinant 
  )4.1.)4()2(.0.17.5.2( −+−+=  

    )1.1.72.0.4)4(.5.)2(( ++−−−  

  )7040()16070( ++−−+=  

  74754 =−=  

Minors and Cofactors 

Minors 

Let  be a square matrix of order n and let A)( ijaA = ij denotes the 
square matrix of order n – 1, obtained from A by deleting the ith row 
and jth column, then the number det Aij is called minor of the entry aij 
and is denoted by Mij, i.e. 

  njiAM ijij ≤≤= ,1|,| . 

For examples, 

(i) let 
dc
ba

A = , then 

  M11 = | d | = d, 

 M12 = | c | = c, 

 M21 = | b | = b, and 

2 1 −4 

5 1 0 

−2 4 7 

2   1 

1 5 

−2 4 
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        M22 = | a | = a. 

(ii) let 
213
01
824

iA −
−

= , then 

 ii
i

M 202
21
0

11 =−==  

 10)6(4
13
24

23 =−−=
−

=M , and 

 24
1

24
33 −=

−
−

= i
i

M  etc. 

Cofactors 
The number (– 1)i  + j det Aij is called the cofactor of the entry aij 
and is denoted by Cij, nji ≤≤ ,1 . 

Note that jiMAC ijijij +== ifdet  is even, and 

    jiMAC ijijij +−=−= ifdet  is odd. 

For examples, 

let 
213
01
824

iA −
−

= ,then 

  2)02(
23
01

)1( 21
12 =−−−=

−
−= +C  

  10)64(
13
24

)1( 32
23 −=+−=

−
−= +C , and 

  ii
i

C 8)80(
0
82

)1( 13
31 −=−=

−
−= +  etc. 

Determinants and Cofactors 
If  be any n × n square matrix, then )( ijaA =

det  ij
ji

ij

n

j
AaA det)1(

1

+

=

−= ∑

            ijij

n

j
Ca∑

=

=
1

(expansion with the help of ith row) 
i.e. det A = the sum of the product of element of a row (column) with their 
corresponding co-factor. 

 
 Example 6.7 

Find the minors and the cofactors of each entry of the second row of the 
matrix A and hence evaluate det A where 
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⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−
=

731
523
142

A

 
Solution 

25328
73
14

21 =−==M , 

  15)1(14
71
12

22 =−−=
−

=M , and 

  10)4(6
31
42

23 =−−=
−

=M  

∴ , 2525.)1()1( 21
12

21 −=−=−= + MC

  , and 1515.1)1( 22
22

22 ==−= + MC

   1010.)1()1( 23
32

23 −=−=−= + MC

Now, on expanding det A with the help of second row, we get 

  232322222121det CaCaCaA ++=  

           95503075)10(.515.2)25(.3 −=−+−=−++−=  

 
 

Example 6.8 

Evaluate 
321
102
423 −

 by two methods. 

Solution 

21
02

4
31
12

)2(
32
10

3
321
102
423

+−−=
−

 

     )04(4)16(2)20(3 −+−+−=  (Expansion by first row) 

     2016106 =++−=  

Also write the elements of the given determinant as (sarrus rule) : 

 

2 1 

2 0 

3 2 1 

0 2 1 

  −2 3 4 3 −2 

 

 

 

 

 

The value of the given determinant 
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     ))2(2.33.1.24.0.1()2.2.41.1).2(3.0.3( −++−+−+=  Matrices and 

Determinants
     20614)1260()1620( =+=−+−+−=  

 

6.4.1 Properties of Determinants 
The properties of determinants serve as useful tools for determining the values of 
the given determinants. We mention here these properties and verify them for a 
second or a third order determinant. 

Theorem 2 

Let  be any square matrix of order n, then det A = det A)( ijaA = T, 
where AT is the transpose of A. 

Proof 

Let   
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

333

222

111

cba
cba
cba

A

⇒ 
333

222

111

det
cba
cba
cba

A =  (expand by R1) 

⇒ 
33

22
1

31

33

22
1

21

33

22
1

11 )1()1()1(
ba
ba

c
ca
ca

b
cb
cb

a|A| +++ −+−+−=  

       )()()( 233212332123321 babaccacabcbcba −+−−−=  

       123132213312231321 cbacbacbacbacbacba −++−−=    . . . 
(i) 

Also 
321

321

321

||det
ccc
bbb
aaa

AA TT ==  (expanded by R1) 

⇒ 
21

21
3

31

31

31
2

21

32

32
1

11 )1()1()1(
cc
bb

a
cc
bb

a
cc
bb

a|A| T +++ −+−+−=  

         )()()( 122131331223321 cbcbacbcbacbcba −+−−−=  

         123213132312231321 cbacbacbacbacbacba −++−−=  

         123132213312231321 cbacbacbacbacbacba −++−−=  . . . (ii) 

From Eqs. (i) and (ii), we have 

  . || TA|A| =

(The value of a determinant remains unchanged if its rows are changed into 
columns and columns into rows.) 

Theorem 3 

If two rows (columns) of a determinant are interchanged, then the 
value of the determinant changes in sign. 

Proof 
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Let        
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

333

222

111

cba
cba
cba

A

then det 
333

222

111

cba
cba
cba

A =  

⇒ )()()(|| 233212332123321 babaccacabcbcbaA −+−−−=    . . . 
(i) 

Let X be the matrix obtained from A by interchanging its first and second 
columns, then 

         
333

222

111

det
cab
cab
cab

X =  (expand by R1) 

        )()()( 233212332123321 ababccbcbacacab −+−−−=  . . . (ii) 

From Eqs. (i) and (ii), we have 

  || A|X| −= . 

Cor. 1 

If B be a matrix obtained from a square matrix A by passing one of its rows 
(or columns) over r rows (or columns), then 

  . A det Bdet r)1( −=

Theorem 4 

If two rows or columns of a determinant are identical, then the value of 
the determinant is zero. 

Prove 
Let A be a given matrix of order 3 × 3 which has two parallel lines identical, 
say second and third rows, i.e. 

   , and 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

222

222

111

cba
cba
cba

A

  
222

222

111

cba
cba
cba

|A| = . 

Let B be the matrix obtained from A by interchanging the second and third 
rows, i.e. 

   , 
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

222

222

111

cba
cba
cba

B
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then . 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

222

222

111

cba
cba
cba

|B|

Obviously, | B | = | A |       . . . (i) 

Also by Theorem 2, | B | = − | A |     . . . (ii) 

From Eqs. (i) and (ii), we get 
   02 =⇒−= |A||A||A|

⇒ , i.e. det A = 0. 0=|A|

Theorem 5 

If each element of a row or a column of a determinant is multiplied by 
the same number, then the value of the determinant is also multiplied 
by that number. 

Proof 

Let      , then 
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

333

222

111

cba
cba
cba

A

  
333

222

111

det
cba
cba
cba

A =  

⇒ )()()( 233212332123321 babaccacabcbcba|A| −+−−−=  . . . (i) 

Let X be the matrix obtained from A by multiplying every element of third 
row by the same number, say α, then 

       
333

222

111

cba
cba
cba

|X|
ααα

=  

              )()()( 233212332123321 babaccacabcbcba α−α+α−α−α−α=  

              )]()()([ 233212332123321 babaccacabcbcba −+−−−α=   . . . (ii) 

From Eqs. (i) and (ii), we get 

  det X = α det A. 

Cor. 2 

Let  be a square matrix of order n, then if B = λ A where λ is a 
scalar, then det B = λ

)( ijaA =
n det A. 

Cor. 3 

If A is a square matrix in which two rows (columns) are proportional, then 
det A = 0. 

Theorem 6 

If each element in any row (or column) of a determinant consists of 
sum of two terms, then the determinant can be expressed as the sum of 
two determinants. 
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Let , and 
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

+
+
+

=

3333

2222

1111

cdba
cdba
cdba

A

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

333

222

111

cba
cba
cba

B , and 

 . 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

333

222

111

cda
cda
cda

C

Then 
3333

2222

1111

det
cdba
cdba
cdba

A
+
+
+

=  (expand by second column) 

          
22

11
33

33

11
22

33

22
11 )()()(

ca
ca

db
ca
ca

db
ca
ca

db +−+++−=  

          
⎭
⎬
⎫

⎩
⎨
⎧

−+−=
22

11
3

33

11
2

33

22
1 ca

ca
b

ca
ca

b
ca
ca

b  

          
⎭
⎬
⎫

⎩
⎨
⎧

−+−+
22

11
3

33

11
2

33

22
1 ca

ca
d

ca
ca

d
ca
ca

d  

        
333

222

111

333

222

111

cda
cda
cda

cba
cba
cba

+=  

          CB detdet += . 

Theorem 7 

If the same multiple of elements of any row (or column) of a 
determinant are added to the corresponding elements of any other row 
(or column), then the value of the new determinant remains unchanged. 

Proof 

Let , and 
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=

333

222

111

cba
cba
cba

A

⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

λ+
λ+
λ+

=

3333

2222

1111

cbca
cbca
cbca

B , 

then we shall show that det B = det A. 

Now 
3333

2222

1111

det
cbca
cbca
cbca

B
λ+
λ+
λ+

=  
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333

222

111

333

222

111

cbc
cbc
cbc

cba
cba
cba

λ
λ
λ

+=  (using Theorem 5) 

            (using Theorem 4) 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
λ+=

333

222

111

det
cbc
cbc
cbc

A

          0.det λ+= A    (using Theorem 3) 

∴ . AB detdet =

Theorem 8 
If A and B are square matrices of same order, then 
  det AB = det A . det B. 

Proof 

Let , and ⎥
⎦

⎤
⎢
⎣

⎡
=

dc
ba

A

  . ⎥
⎦

⎤
⎢
⎣

⎡
=

tz
yx

B

Then  ⎥
⎦

⎤
⎢
⎣

⎡
⎥
⎦

⎤
⎢
⎣

⎡
=

tz
yx

dc
ba

AB

         ⎥
⎦

⎤
⎢
⎣

⎡
++
++

=
tdyczdxc
tbyazbxa

⇒ det 
tdyczdxc
tbyazbxa

AB
++
++

=  

            )()()()( zdxctbyatdyczbxa ++−++=  

   btdzbtcxaydzaycxbzdtbzcyaxdtaxcy −−−−+++=  

   btcxbzcyaydzaxdt −+−=  

   )()( xtyzbcyztxda −+−=  

    )()( zytxcbda −−=

   
tz
yx

dc
ba

=  

   = det A . det B. 
Theorem 9 

The sum of the products of the elements of any row (or column) of a 
square matrix with cofactors of the corresponding elements of any 
other row (or column) of the given matrix is always zero. 

Proof 

Let , ⎥
⎦

⎤
⎢
⎣

⎡
=

2221

1211

aa
aa

A

then cofactor of a11 = C11
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    2222

11 ||det)1( aa =−= +

cofactor of a12 = C12

   2121
21 ||det)1( aa −=−= +

Now, sum of the products of the elements of second row with the cofactors 
of corresponding elements of first row 

  12221121 CaCa +=  

  0)( 21222221 =−+= aaaa . 

Notations 

Let A be a matrix of order n × n. 

Let R1, R2, R3, . . . , Rn denote its first, second, third, . . . , nth rows and  
C1, C2, C3, . . . Cn denote its first, second, third, . . . , nth columns, 
respectively. 

(i) The operations of interchanging ith and jth rows of A will be denoted 
by . ji RR ↔

 The operation of interchanging ith and jth columns of A will be 
denoted by ji CC ↔ . 

(ii) The operation of multiplying each element of ith row of A by a scalar 
λ will be denoted by )(λiR . 

The operation of multiplying each element of ith column of A by a 
scalar λ will be denoted by )(λiC . 

(iii) The operation of adding to each element of ith row of A, λ times the 
corresponding elements of jth row (j ≠ i) of A will be denoted by 

. ji RR λ+

The operation of adding to each element of ith column of A, λ times 
the corresponding elements of jth column (j ≠ i) of A will be denoted 
by ji CC λ+ . 

 

 
Example 6.9 

If w is one of the imaginary cube root of unity, find the value of 

        
w1w
1ww

ww1

2

2

2

 

Solution 

Let 
ww

ww
ww

1
1

1

2

2

2

=Δ  

Adding the second and the third row to the first row, we have 
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ww

ww
wwwwww

1
1

111

2

2

222 ++++++
=Δ  

     
ww

ww
1

1
000

2

2=    )01( 2 =++ ww

     = 0 
 

 Example 6.10 

Evaluate 
537

34919
345117219

 

Solution 

Let 
537

34919
345117219

=Δ  

By R1 – 10 R2 (i.e. subtract 10 times the 2nd row from the 1st row), we have 

  
537

34919
52729

=Δ  

Now by R1 – R3 and R2 − 3R3, we have 

  
537

1902
01211

2
537

1902
02422

−=−=Δ  

     
517

1902
0411

6 −=  (by taking 3 common from 2nd column) 

      )]13310(41911[6 −−−×−=

     21783636)572209(6 =×=+−=  

 

 
Example 6.11 

Show that 3

3610363
234232 a

cbabaa
cbabaa

cbabaa
=

+++
+++
+++

 

Solution 

Let 
cbabaa
cbabaa

cbabaa

3610363
234232

+++
+++
+++

=Δ  
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cbaba
cbaba

cbaba

cbaaa
cbaaa

cbaaa

361033
23422

361063
23432

++
++
++

+
++
++
++

=  

The 2nd determinant is zero as first and second columns are proportional. 

  
caa
caa

caa

baa
baa
baa

aaa
aaa

aaa

363
232

663
332

1063
432 ++=Δ  

(The 2nd and the 3rd determinants are zero). 

  
1063
432
111

1063
432 3a

aaa
aaa

aaa
==Δ  

(Applying C2 – C1 and C3 – C4). 

  )67(
733
212
001

33 −==Δ aa  

      = a3. 

 SAQ 3 
 

(a) Evaluate the following determinants. 

(i) 
cbbaac
baaccb
accbba

−−−
−−−
−−−

 

(ii) 
bacc

bacb
aacb

+
+

+
 

(iii) 
181198219
198225240
219240265

 

 

 

 

 

(b) Prove the following identities 

(i) )()()()(
111

333
cbabaaccb

cba
cba ++−−−=  
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(ii) )()()()(222 xyzxyzyxxzzy
xyzxyz
zyx
zyx

++−−−=  

(iii) abcabcabc
c

b
a

+++=
+

+
+

111
111
111

 

(iv) 3

222

222

222

)(2
)(

)(
)(

c baabc
b acc

ba cb
aac b

++=
+

+
+

 

(v) )()()(
1
1
1

22

22

22

accbba
bab a
aca c
cbc b

−−−=
++
++
++

 

 

 

 

 

(c) If x, y, z are all different and 

   0
1
1
1

32

32

32

=
+
+
+

zzz
yyy
xxx

 

show that xyz = − 1. 

 

 

 

6.5 ADJOINT AND INVERSE OF A MATRIX 

6.5.1 Adjoint of a Square Matrix 
Definition 1 

Let  be a square matrix of order n. Then the adjoint of A, 
written as adj A, is defined as the transpose of the matrix  where 

 is the cofactor of  in | A |. 

)( ijaA =

)( ijC

ijC ija

For example, let  then ⎥
⎦

⎤
⎢
⎣

⎡
=

61
34

A
61
34

=|A| . 

Now  1,6 1211 −== CC

  4,3 2221 =−= CC  
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 Then adj  

T

cc
cc

A ⎥
⎦

⎤
⎢
⎣

⎡
=

2221

1211

          . ⎥
⎦

⎤
⎢
⎣

⎡
−

−
=⎥

⎦

⎤
⎢
⎣

⎡
−

−
=

41
36

43
16 T

Theorem 10 
If A is a square matrix of order 3, then A (adj A) = | A | I3 = (adj A) A. 

Proof 

Let  be a square matrix of order 3, then 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

333231

232221

131211

aaa
aaa
aaa

A

   
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

332313

322212

312111

333231

232221

131211

adj
CCC
CCC
CCC

CCC
CCC
CCC

A

T

∴  
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

332313

322212

312111

333231

232221

131211

)adj(
CCC
CCC
CCC

aaa
aaa
aaa

AA

        
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

||00
0||0
00||

A
A

A

(∵ The sum of products of the elements of a row (or column) with their 
corresponding cofactors = det A, and the sum of the products of the 
elements of a row (or column) with cofactors of the corresponding elements 
of another row (or column) is zero). 

∴ A (adj A) . 3||
100
010
001

|| IAA =
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

Similarly, (adj A) A = | A | I3. 
Therefore, A (adj A) = | A | I3. 
                  = (adj A) A. 

Remark 
The above result holds true for any square matrix of order n. In fact, we 
have 

  A (adj A) = | A | In = (adj A) A, 
where A is any square matrix of order n. 

 
 Example 6.12 
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Find the adjoint of the matrix  and verify that  

A (adj A) = (adj A) A = | A | I
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−
−−
−

=
1114

111
164

A

3. 
Solution 

Here )411(1)41()6()111(4
1114

111
164

−−++−−−=
−−

−−
−

=|A|  

       . 25153040 −=−+−=

Cofactors of the elements of the first row are : 

  10
111

11
)1( 11

11 −=
−

−
−= +C , 

  5
14

11
)1( 21

12 −=
−−

−
−= +C , 

  15
114

11
)1( 31

13 −=
−

−−
−= +C . 

Cofactors of the elements of second row are : 

  5
111

16
)1( 12

21 =
−

−
−= +C , 

  0
14

14
)1( 22

22 =
−−

−= +C , 

  20
114

64
)1( 32

23 −=
−

−
−= +C . 

Cofactors of the elements of third row are : 

  5
11
16

)1( 13
31 −=

−
−

−= +C , 

  5
11
14

)1( 23
32 −=

−
−= +C , 

  10
11
64

)1( 33
33 −=

−−
−

−= +C . 

∴ . 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−−
−−
−−

=
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−−
−
−−−

=
102015
505
5510

1055
2005
15510

adj

T

A

Verification 

   
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−−
−−
−−

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−
−−
−

=
102015
505
5510

1114
111
164

)adj( AA

   
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

+−++−+−
−+−−−−+
−+−−−−+−

=
10552020020155540

1055200515510
10302020020153040
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⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−
−

−
=

100
010
001

25
2500
0250
0025

  33 ||)25( IAI =−=  

Similarly, we can show that 3I|A|A)A( =adj . 

Hence )adj(||)adj( 3 AAIAAA == . 

 

6.5.2 Inverse of a Square Matrix 
Definition 2 

Let  be a square matrix of order n, then A is called inversible (or 
invertible) iff there exists a square matrix B of order n such that 

 being the unit matrix of order n. B is called an inverse 
of A. 

)( ijaA =

nn IBAIAB ,==

Theorem 11 

If a square matrix has an inverse, then it is unique. 

Proof 

Let A be a square matrix of order n, and let B, C (n-rowed square matrices) 
be two inverses of A, then (by definition). 

  BAIAB n ==         . . . (i) 

and CAIAC n ==        . . . (ii) 

Now nn CIABCIAB =⇒= )(  (pre-multiplying by C) 

⇒ CBCA =)(   )( CCIn =∵  

⇒     CBIn =   (by Eq. (ii)) 

⇒          B = C  )( BBIn =∵  

Hence, inverse of a square matrix, if it exists, is unique. 

Notation 

If a square matrix A is inversible, then its unique inverse is denoted by A– 1 
and . AAIAA 11 −− ==

Definition 3 : Non-singular Matrix 

Let A be a square matrix, then A is called non-singular iff | A | ≠ 0, 
otherwise, A is said to be singular, i.e. a square matrix A is singular iff  
| A | = 0. 

Theorem 12 

A square matrix is inversible iff it is non-singular. 

Proof 

Let  be a square matrix of order n. )( ijaA =
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First, let A be inversible, then there exists a square matrix B of order n such 
that 

  |BAI|ABBAIAB nn |||| ==⇒==  

⇒   |A|B|B||A| |.|1. == )1||( =nI∵  

⇒  is non-singular. A|A| ⇒≠ 0

Conversely, let A be non-singular, i.e. 0≠|A| , we know that 

   AAI|AAA n )adj(|)(adj ==

⇒ AA
A

IA
A

A n ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
==⎟⎟

⎠

⎞
⎜⎜
⎝

⎛
adj

||
1adj

||
1  )0||( ≠A∵  

Let A
A

B adj
||

1
= , then  is invertible and ABAIAB n ⇒==

)adj(
||

11 A
A

BA ==− . 

Cor. 4 

If A is an n × n matrix and there exists a matrix B of order n × n such that 
, then A is invertible and . nn IBAIAB == or BA =−1

Proof 

First, let  nn IABIAB detdet =⇒=

⇒  0det1detdet ≠⇒= ABA

⇒ A is invertible, i.e.  exists. 1−A

Now,  nn IAABAIAB 11 )( −− =⇒=

⇒  111 )( −−− =⇒= ABIABAA n

⇒ . 1−= AB

Similarly, we can prove that result when nIBA = . 

Cor. 5 

If A is non-singular, i.e. A is invertible, then  is 
invertible and . (By definition of invertibility) 

111 −−− ⇒== AAAIA n

AA =−− 11)(

Cor. 6 

A skew symmetric matrix of odd order is always non-invertible as its 
determinant is always 0. 

Theorem 13 

If A, B, C are square matrices of the same order such that AB = AC and 
A is invertible, then B = C. 

Proof 

Given AB = AC, pre-multiplying both sides by  1−A

  , use associative law )()( 11 ACAABA −− =
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 ⇒  ICIBCAABAA =⇒= −− )()( 11

⇒ B = C. 
Theorem 14 

If A, B are invertible square matrices of the same order, then AB is also 
invertible and . 111)( −−− = ABAB

Proof 
Given A and B are invertible square matrices of same order 

 ⇒ 0det,0det ≠≠ BA  

 ⇒ 0det.detdet ≠= BAAB  

 ⇒ AB is invertible. 

Let , then DAB =−1)( )()( ABDIDAB ==  

⇒  IABDAAIBDA 11 ))(()( −− =⇒=

⇒  11 )()( −− = ABDAA

⇒  11 )()( −− =⇒= ADIBABDI

⇒  1−= ABD

⇒  111 )( −−− = ABBDB

⇒  111 )( −−− = ABDBB

⇒ . 1111 −−−− =⇒= ABDABID

Theorem 15 
If A is a non-singular matrix of order n, then det (adj A) = (det A)n – 1. 

Proof 
We know that AAI|AAA n )adj(|)adj( ==  

⇒ )(|det))adj((det nI|AAA =  

⇒  n
n I|AAA det|)adj(detdet =

⇒  nA||A|A |adj|| = )1det( =nI∵  

⇒  1|adj| −= nA||A )0|( ≠|A∵  as A is non-singular. 

 
 Example 6.13 

Let  
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛

−−
−−
−

=
1114

111
164

A

Show that A is invertible. Find A– 1 and Adj A. 

Solution 
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)411()41(6)111(4
1114

111
164

−−+++−=
−−

−−
−

=|A|  

        25153040 −=−+−=

Hence | A | ≠ 0 

∴ A is invertible. 

Now   1011 −=C 512 −=C 1513 −=C  

    521 =C 022 =C 2023 −=C  

    531 −=C 532 −=C 1033 −=C  

∴  
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−−
−−
−−

=
102015
505
5510

Adj A

and 

⎥
⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢
⎢
⎢
⎢

⎣

⎡ −

==−

5
2

5
4

5
3

5
10

5
1

5
1

5
1

5
2

Adj
||

11 A
A

A  

         
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡ −
=

243
101
112

5
1  

SAQ 4  
 

(a) Find the adjoint of the following matrices 

(i)  
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−

−

301
213

211

(ii)  
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−

−

102
532
211

 

 

 

(b) Find the inverse of the following matrices 

(i)  
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−
−

127
014
312
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(ii)  
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−
−

−

423
320

211

 

 

 

6.6 SOLUTION OF LINEAR EQUATIONS WITH THE 
HELP OF INVERSE OF A MATRIX 

We have seen in Example 6.6 that a system of linear equations can be written in 
the matrix form as AX = B. 

We can solve the system of equations by finding A– 1. 

 

 
Example 6.14 

Solve the system of equations 
  1332 =+− z yx  

  2322 =++ z yx  

  3223 =+− z yx  

Solution 

This system of equation can be written in the form 

          . . . 

(i) 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−

−

3
2
1

223
322
332

z
y
x

Let  
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−

−
=

223
322
332

A

then )64(3)94(3)64(2 −−+−++=|A|  

       25301520 −=−−=  

Also 1011 =C  512 =C  1013 −=C  

  021 =C  522 −=C  523 −=C  

  1531 −=C  032 =C  1033 =C  

∴ 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−
−

−
−=−

10510
055
15010

25
11A  
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⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−
−

−
−=

212
011
302

5
1  

Premultiplying (i) by A– 1, we have 

         
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−

−

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−
−

−
−

z
y
x

223
322
332

212
011
302

5
1  

         
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−
−

−
−=

3
2
1

212
011
302

5
1  

i.e.       
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

+−−
−
−

−=
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−

622
21
92

5
11

z
y
x

AA  

i.e. 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
−
−

−=
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

2
1
7

5
1

z
y
x

 

∴ 
5
2,

5
1,

5
7

−=== zyx , 

SAQ 5 
 

 

Solve the following equations by finding inverse of a matrix 

(i)  5332 =++ z yx

  42 −=+− z yx

  323 =−− z yx

(ii)  0=−+ z yx

  02 =+− z yx

  0563 =−+ z yx

(iii)  043 =+− z yx

  032 =−+ z yx

  033 =++ z yx
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 6.7 SUMMARY 

Type of Matrices 

)( ijaA =  be an m × n matrix, then A is said to be 

• a row matrix iff m = 1, 

• a column matrix iff n = 1, 

• a zero matrix iff 0=ija  for all i and j, 

• a square matrix iff m = n, 

• a diagonal matrix iff m = n and 0=ija , for i ≠ j, and 

• a unit matrix iff m = n, 0=ija  for i ≠ j and  for all i. 1=ija

Algebra of Matrices 

• Two matrices are equal iff they are of the same type and 
corresponding entries are equal. 

• If  and )( ijaA = )( ijbB =  are of the same order, then 
)( ijij baBA +=+ , )( ijaA −=−  and )( ijaA λ=λ , where λ is a scalar. 

• If , )( ijaA = )( jkbB =  are two m × n and n × p matrices, respectively, 

then )( ikcAB =  is an m × p matrix where , for jkij

n

j
ik bac ∑

=

=
1

pkmi ≤≤≤≤ 1,1 . 

Properties of Matrices 

If A, B, C, O (null) are matrices of the same order and λ, μ are scalars, then 

•  A + B = B + A 

• )()( CBACBA ++=++  

• BABA λ+λ=+λ )(  

• AAA μ+λ=μ+λ )(  

• )()( AA μλ=μλ  

• )()( CBACAB =  A, B, C are suitable matrices 

• )()()( BABAAB λ=λ=λ  

• BCACCBA +=+ )(  

• In general AB ≠ BA 

• AB may be zero when both A and B are non-zero matrices. 

Transpose of a Matrix 
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• If  is an m × n matrix, then )( ijaA = )( jibB =  where ijji ab =  is an  
n × m matrix which is the transpose of A and is denoted by AT. 

Symmetric and Skew-symmetric Matrices 

• A matrix  is symmetric if  and skew-symmetric if 

. 

)( ijaA = AAT =

AAT −=

Determinant of a Square Matrix 

• If , then det A = | A | = a][ 11aA = 11, 

• If , then det ⎥
⎦

⎤
⎢
⎣

⎡
=

2221

1211

aa
aa

A 12212211 aaaaA −= , 

• If , then  
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡
=

333231

232221

131211

aaa
aaa
aaa

A

⎥
⎦

⎤
⎢
⎣

⎡
+⎥

⎦

⎤
⎢
⎣

⎡
−⎥

⎦

⎤
⎢
⎣

⎡
=

3231

2221
13

3331

2321
12

3332

2322
11 aa

aa
a

aa
aa

a
aa
aa

a|A|  

• In general if )( ijaA =  is a square matrix of order n, then 

)()1(|| ji
ijij Aa|A| +−∑=  

where  is the minor of  and is obtained from the matrix A by 

deleting the ith row and jth column. |  and  is 
called the cofactor of . 

ijA ija

|)1( )(
ij

ji
ij AC +−= ijC

ija

Properties of Determinants 

• det In = 1, where In is the identity matrix of order n. 

• The value of a determinant remains unaltered if its rows and columns 
are interchanged. 

• If two rows or columns of a determinant are interchanged, then the 
value of the determinant changes in sign. 

• If two rows or columns of a determinant are identical, then the value 
of the determinant is zero. 

• If each element of a row or column of a determinant is multiplied by 
the same number, then the value of the determinant is multiplied by 
the same number. 

• If each element in any row or column of a determinant consists of two 
terms, then the determinant can be expressed as the sum of two 
determinants. 

• If the same multiple of elements of any row or column of a 
determinant are added to the corresponding elements of any other row 
or column, then the value of the new determinant remains unaltered. 

Adjoint of a Square Matrix 
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 • Let  be a square matrix of order n.  where  is 

the cofactor of  in | A | and 
)( ijaA = T

ijCA )(Adj = ijC

ija AAIAAA n )adj(||)Adj( == . 

Inverse of a Matrix 

Let  be a square matrix of order n. If there exists a matrix B of 
order n 

)( ijaA =

• Such that AB = BA = In, then A is said to be invertible and B is called 
the inverse of A and is denoted by A– 1. 

• A square matrix A is called non-singular iff | A | ≠ 0 otherwise it is 
called singular. 

• A square matrix A is invertible iff | A | ≠ 0 and )adj(
||

11 A
A

A =−  and 

. 111)( −−− = ABAB

6.8 ANSWERS TO SAQs 
SAQ 2 

(b)  ⎥
⎦

⎤
⎢
⎣

⎡ −
=

02
21

X

 

SAQ 3 

(a) (i) Δ = 0 

(ii) Δ = 4a b c 

(iii) Δ = 0 

SAQ 4 

(a) (i)  
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−
−

411
8111
033

(ii)  
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−
−−
−

526
1512

1113

(b) (i) 
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−
−
−

−
6111

12234
351

3
1  

(ii)  
⎥
⎥
⎥

⎦

⎤

⎢
⎢
⎢

⎣

⎡

−−
−−

−−
−

216
329
102

SAQ 5 

(i) x = 1, y = 2, z = − 1 
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3
2,

3
1

=== zyx  

(iii)  0=== zyx
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