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Application of Matrices 
and Determinants  UNIT 10 APPLICATIONS OF MATRICES AND 

                DETERMINANTS 
Structure  
10.1   Introduction  
          Objectives  
10.2   Adjoint of a Matrix 
10.3   Inverse of a Matrix  
10.4   Application of Matrices  
10.5   Application of determinants  
10.6   Summary  
10.7   Solutions/Answers  

10.1 INTRODUCTION  
In the previous unit, we have discussed matrices, types of matrices and 
determinants of square matrices of orders 1, 2, 3 and higher orders. We have 
also discussed minors, cofactors of square matrices and properties of 
determinants.  
In this unit, we will learn some applications of matrices and determinants such 
as solutions of simultaneous linear equations by using matrix method and 
Cramer’s rule.    

Objectives  
After completing unit, you should be able to:  

  find the adjoint of a square matrix; 
  find the inverse of a square matrix;  
  solve the simultaneous linear equations with the help of matrix methods; and 
  solve the simultaneous linear equations with the help of Cramer’s rule.  

10.2 ADJOINT OF A MATRIX  
In next section, i.e. Sec.10.3, we will discuss inverse of a square matrix. But in order 
define inverse of a square matrix we use the concept of adjoint of the square matrix, so 
in this section we are going to discuss adjoint of the square matrix.  
Adjoint of a Matrix: Let A = [ ija ] nn be a square matrix of order n n,  then adjoint of 
A is denoted by adjA and is defined as  

adjA =  

'
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where ijA  denotes the cofactor of th)j,i(  element of the matrix A.  
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It may be verified that A(adjA) = (adjA) A = IA , 
where I is an identity matrix of order n. 

Example 1: Find the adjA, where A =



















121
054
321

.  

Also verify that A(adjA) = (adjA)A= A I. 

Solution: A = 



















121
054
321

 

Let ijA  denotes the cofactor of th)j,i( element of the matrix A.  

5)05()1(
12
05

)1(A 211
11 


   

4)04()1(
11
04

)1(A 321
12 




   

13)58()1(
21

54
)1(A 431

13 



   

8)62()1(
12
32

)1(A 312
21 


   

4)31()1(
11
31

)1(A 422
22 


   

0)22()1(
21

21
)1(A 532

23 


   

15)150()1(
05
32

)1(A 413
31    

12)120()1(
04
31

)1(A 523
32 


   

13)85()1(
54
21

)1(A 633
33 


   
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
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
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


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

13013
1244
1585

131215
048

1345
adjA

'

 

To verify A(adjA) = (adjA)A= A I, we proceed as follows 

121
054
321

A


  

Expanding along 3C  
521339)85(10)58(3A     … (1)  
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A(adjA) = 





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
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
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



















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


   … (2)    [Using (1)] 
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































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              IAI52
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52 
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












   … (3) 

From (2) and (3), we have A(adjA) = (adjA)A= A I 

Now, you can try the following exercise.  

 E 1) If A = 






 
54
32

then verify that A (adjA) = (adjA) A = 2IA . 

 
10.3 INVERSE OF A MATRIX  
You are familiar with the concept of the multiplicative inverse of a real 
number. 

e.g. you know the multiplicative inverse of 5, .etc,
3
2  

Multiplicative inverse of 5 is 
5
1  and of

2
3is

3
2 , etc. 



  1

2
3

3
2,1

5
15  

i.e. when a number is multiplied with its multiplicative inverse, it gives 1.  
Similarly, in case of matrices, when a square matrix is multiplied with its 
multiplicative inverse, it gives identity matrix (I). That is, in case of matrices, 
identity, matrix plays the role as 1 plays in case of real numbers.  

Inverse of a Matrix  
Let A be a square matrix of order n. If there exists a square matrix B of order n 
such that  
AB = BA = nI , then B is known as inverse of A and is denoted by 1A . 
As verified above that A(adjA) = (adjA)A = ,IA   

IA)adjA(A   
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,I)adjA(
A
1A 












  provided 0A   

Now, by definition of inverse of a matrix, )adjA(
A
1 is inverse of A.  

i.e. )adjA(
A
1A 1   

Properties of Inverse of a Matrix  
(i)    The inverse of a square matrix, if exists is unique.  

(ii)   1A exists if and only if 0A  . 

(iii)  1''1 )A()A(    

(iv)  111 AB)AB(    

To find inverse of a square matrix use following steps  
I     Find A  

II    If 0A  then 1A does not exists.  

III  If 0A   then find adjA and 1 1A (adjA).
A

   

Example 2: Find 1A , where A = 


















635
210

324
 

Solution: A = 


















635
210

324
 

)50(3)100(2)66(4A  = 053152048   

 1A exists.  
Let ijA  denotes the cofactor of (i, j) th element of the matrix A.  

1 1
11A ( 1) ( 6 6) 12,        10)100()1(A 21

12    

5)50()1(A 31
13   ,         21)912()1(A 12

21    

9)1524()1(A 22
22   ,    2 3

23A ( 1) ( 12 10) 22      

1)34()1(A 13
31   ,    3 2

32A ( 1) ( 8 0) 8      

4)04()1(A 33
33    













































4225
8910
12112

481
22921
51012

adjA

'

 

and 1

12 21 1
1 1A (adjA) 10 9 8
A 53

5 22 4



   
    
  
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Here is an exercise for you. 

E 2) For 
2 3 1 4

A ,  B ,
1 4 5 2

   
        

verify the result 1 1 1(AB) B A .    

 
10.4 APPLICATION OF MATRICES  
Matrix Method  
Inverse of a matrix can be used to solve a system of linear simultaneous equations. 
Consider a system of n equations in n unknowns n321 x,...,x,x,x   given below. 

1nn1212111 bxa...xaxa   

2nn2222121 bxa...xaxa   

. 

. 

. 

nnnn22n11n bxa...xaxa   

This system of equations can be written in matrix form as  

























nn2n1n

n22221

n11211

a...aa
.
.
.

a...aa
a...aa

























n

2

1

x
.
.
.

x
x

 = 

























n

2

1

b
.
.
.

b
b

  … (1) 

 
Or BAX   

                        ,where 















































































n

2

1

n

2

1

nn2n1n

n22221

n11211

b
.
.
.

b
b

B,

x
.
.
.

x
x

X,

a...aa
.
.
.

a...aa
a...aa

A  

If n = 3, zx,yx,xx 321  , then (1) reduces to  


















































3

2

1

333231

232221

131211

b
b
b

z
y
x

aaa
aaa
aaa

 

Or BAX        … (2) 
Or BAX 1                             … (3)  

Or B)adjA(
A
1X      












 adjA

A
1A 1  

Or B)adjA(XA       … (4)  

If 0A  , then 1A does not exist. In this case, the given system of equations 
either has no solution or infinitely many solutions. In this case, we find 
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(adjA)B. If (adjA)B = O, then system has infinitely many solutions

 
in this case, (4) 0X (adjA)B

which holds for all matrices X, i.e.
for all real valuesof x, y, z.

  
 
 
  



 

and if (adjA)B O,  then system has no solution.         

 in this case, L.H.S.of (4) O null matrix
but R.H.S.of (4) non zero matrix.

  
  

  

Above discussion can be summarised in the following diagram.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Remark 1: 
(i) If B = O, i.e. if B is null matrix, then system given by (2) reduces to  
      AX = O and is known as linear homogeneous system of equations.   
(ii) Homogeneous system is always consistent. 
Let us explain this method with the help of following example.  

Example 3: The cost of 2 pens, 3 note-books, and 1 book is Rs 90. The cost of 
1 pen, 4 note-books and 2 books is Rs 120. The cost of 2 pens, 4 note-books 
and 5 books is Rs 205. Find the cost of 1 pen, 1 note-book and 1 book by 
matrix method.  

Solution: Let Rs x, y, z be the cost of 1 pen, 1 note-book and 1 book 
respectively, then according to given 
2x + 3y + z = 90 
x + 4y + 2z = 120 
2x+ 4y + 5z = 205 
In matrix form this system can be written as  

If 0A  , then system has 
unique solution and given 
by BAX 1  

0A   

Find A         

If (adjA)B  O, 
then  systems has 
no solution 

If (adjA)B = O, 
then  system has 
infinite solutions 
and obtained by 
putting x or y or z 
equal to k, where 
k is any real 
number  

Matrix Method to solve the system AX = B  

Consistent system: A 
system of equations is 
said to be consistent if 
there is either unique 
solution or infinite 
number of solutions. 
Inconsistent system: 
If system has no 
solution then it is 
known as inconsistent 
system.   
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
















































205
120
90

z
y
x

542
241
132

 

Or BAX                                               … (1)  


















542
241
132

A  

Expanding along 1R  
A = 2(20 – 8) – 3(5 – 4) + 1(4 – 8) 

     = 24 – 3 – 4 =17 0  
1A  exists.  

Let ijA  denotes the cofactor of th)j,i( element of the matrix A. 

12)820()1(A 11
11    

1)45()1(A 21
12    

4)84()1(A 31
13    

11)415()1(A 12
21    

8)210()1(A 22
22    

2)68()1(A 32
23    

2)46()1(A 13
31    

3)14()1(A 23
32    

5)38()1(A 33
33    

adjA = 










































524
381

21112

532
2811
4112 '

 























524
381

21112

17
1)adjA(

A
1A 1  

Equation (1) 
17
1BAX 1  






































205
120
90

524
381

21112
 

      























































25
15
10

425
255
170

17
1

1025240360
61596090
41013201080

17
1  



































25
15
10

z
y
x

 

By definition of equality of two matrices, we have  
x = 10, y = 15, z = 25 
costs of 1 pen, 1 note-book and one book are Rs 10, Rs 15, Rs 25, respectively.  
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Example 4: Solve the following system of equations: 
(i)  4x +2y = 6  (ii)  3x + 6y – 4z = 3,  3x – z = 0,  
      6x + 3y = 8        12x –  6y – z = – 3 

Solution:  
(i)     Given system of equations is 
         4x + 2y = 6 … (1)   
         6x + 3y = 8 … (2) 
        This system of equations can be written is matrix form as  

        
























8
6

y
x

36
24

 

        Or AX = B  … (3), where 



























8
6

B,
y
x

X,
36
24

A  

       01212
36
24

A   

         system has either no solution or infinite many solutions. 
        Let ijA  denotes the cofactor of  thj,i  element of the matrix A.  

               1 1 1 2
11 12A 1 3 3, A 1 6 6          

               2 1 2 2
21 22A 1 2 2, A 1 4 4         

        
13 6 3 2

adjA
2 4 6 4

    
        

 

          
3 2 6 18 16 2

adjA B O null matrix
6 4 8 36 32 4

        
                     

 

         Hence system has no solution.  

         i.e. given system of equations is inconsistent.  

(ii)    Given system of equations is  

          3x + 6y – 4z = 3  … (1) 
          3x – z = 0  … (2)  
          12 x – 6y – z = – 3  … (3)  
          This system of equations can be written in matrix forms as  

          























































3
0
3

z
y
x

1612
103
463

 

          Or AX = B   … (4)  

          

























































3

0
3

B,
z
y
x

X,
1612
103
463

Awhere  
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1612
103
463

A




  

        Expanding along 1R  

              072541801841236603A   

        1A  does not exist.  
        system has either no solution or infinite many solutions.  

       Let ijA denotes the cofactor of  thj,i  element of the matrix A.  

          6601A 11
11    

           91231A 21
12    

   1 3
13A 1 18 0 18       

   2 1
21A 1 6 24 30      

   2 2
22A 1 3 48 45      

   2 3
23A 1 18 72 90      

   3 1
31A 1 6 0 6       

   3 2
32A 1 3 12 9       

   3 3
33A 1 0 18 18      

       










































189018
9459
6306

1896
904530
1896

adjA   

     
6 30 6 3 18 0 18 0

adjA B 9 45 9 0 27 0 27 0 O null matrix
18 90 18 3 54 0 54 0

           
                       
                   

 

      Hence system has infinite many solutions and given by putting either x = k or y = k 
or z = k in any two equations given by (1), (2) and (3). Let us put z = k in (1) and 
(2), we get, where k is any real number  

      3x + 6y = 3 + 4k    …. (5)  
      3x = k      … (6)  

      (6) 
3
kx   

      Putting x k / 3 in (5), we get  

       3 k / 3 6y 3 4k 6y 3 4k k 6y 3 3k y (k 1) / 2              

      k k 1x , y ,z k,
3 3


     where k is any real number. 
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Here is an exercise for you. 

E 3) Solve the following system of equations by matrix method:  
         (i) x + y = 3 (ii) 2x – 3y = 3 (iii) 2x + 3y = 5 
             4x – 3y = 5           6x – 9y = 5        4x + 6y = 10           
 
6.5 APPLICATION OF DETERMINANTS  
There are many applications of determinants but here we shall discuss as to 
how the concept of determinant provides the solution of a given system of 
linear equations. The procedure which we will use is known as Cramer’s rule.  

Cramer’s Rule: Cramer’s rule can be used in any system of n linear equations 
in n variables. But here we shall discuss Cramer’s rule only for system of 2 (or 
3) equations in 2 (or 3) variables respectively. Suppose we are given following 
system of equations  

1131211 bzayaxa   

2232221 bzayaxa   

3333231 bzayaxa   

Cramer’s rule suggests the following:  
(i)    Write the determinant for the coefficients. For the above given system of       

        equations, it is ).say(
aaa
aaa
aaa

333231

232221

131211

  

(ii)   Write determinant by interchanging first column of with the right side  
        constants of the given equations. Let this determinant denoted by .1  

        

33323

23222

13121

1

aab
aab
aab

  

        Similarly, writing the determinants by interchanging the second and third  
        columns of   with the right side constants and denoting them by 32 ,   
        respectively, we have  

       

33231

22221

11211

3

33331

23221

13111

2

baa
baa
baa

,
aba
aba
aba

 . 

(iii) If ,0 system has unique solution and is given by  

      











 321 z,y,x . 

       If 0 but at least one of the other determinants is non-zero then system    
       has no solution. If  0 and other determinants are also zero then system   
       has infinitely many solutions given by putting x or y or z equal to k, where   
       k is any real number.  
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Above discussion can be summarised in the following diagram. 
  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
Let us now consider some examples wherein Cramer’s rule is applied.   
Example 5: Solve the following system of equations:  
2x + 3y + z = 4 
x – y +2z = 9 
3x + 2y –z =1 
using Cramer’s rule  
Solution: Given system of equations is  
2x + 3y + z = 4 … (1) 
x – y + 2z = 9  … (2)  
3x + 2y – z = 1 … (3)  

Here, 
123

211
132


  

Expanding along ,R1  we get  
)32(1)61(3)41(2  5216  020   

system has unique solution. 

121
219
134

1


  

Expanding along 1R  
  )118(1)29(34141  193312  40  

113
291
142

2


  

If 0 , then system have 
unique solution and given 

by 











 321 z,y,x  

0  

Find          

If 0  but atleast 
one of 0,, 321   
then system has no 
solution 

If 0321   
then system has infinite 
solutions and obtained 
by putting x or y or z 
equal to k, where k is 
any real number  

Cramer’s Rule to solve the system AX = B  
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Expanding along 1R  
)271(1)61(4)29(22  262822  20  

123
911
432

3   

Expanding along 1R  
)32(4)271(3)181(23  207838  60  

by Cramer’s rule  

2
20
40x 1 




 , y 1
20
202 





 , 3

20
60z 3 




  

3  z  , 1 y   ,2x   

Example 6: Solve the following system of equations: 
x+ y + 2z = 4 
x – y + 3z = 3 
2x + 2y + 4z = 7 
using Cramer’s rule. 

Solution: Given system of equations is  
x+ y + 2z = 4  …(1) 
x – y + 3z = 3  …(2) 
2x + 2y + 4z = 7         … (3)  

Here, 
422
311
211

  

Taking 2 common from 3R  

211
311
211

2             
if a row is multiplied with some

number, the whole determinant
is multiplied with that number.

 
 
 
  



 

     = 2(0) = 0               31 RandR[  are identical] 
system has either no solution or infinite many solutions.  

427
313
214

1   

Expanding along 1R  
)76(2)2112(1)64(41  26940  05   

systems have no solution. 
Example 7: Solve the following system of equations:  
x + 3y + 2z = 6 
–x + 4y + 5z = 8 
2x + 5y + 3z = 10 
Solution: Given system of equations is  
x + 3y + 2z = 6 … (1) 
–x + 4y + 5z = 8 … (2) 
2x + 5y + 3z = 10 … (3)  
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Here, 
352
541
231

  

Expanding along 1R  
)85(2)103(3)2512(1  263913  03939   

system has either no solution or infinite many solutions.  

Now, 
3510
548
236

1   

Expanding along 1R  
)4040(2)5024(3)2512(61  07878   = 0 

3102
581
261

2   

Expanding along 1R  
)1610(2)103(6)5024(12  527826   7878  0  

1052
841
631

3   

Expanding along 1R  
)85(6)1610(3)4040(13  78780   0  

0   alsoand0As 321   
 system has infinite many solutions which are given by putting z = k (where 
k is any real number) in any of the two equations given by (1), (2) and (3).  
Let us put z = k in (1) and (2), we get  

k26y3x   … (4) 
k58y4x   … (5) 

Again for this system of equations  

734
41
31




  

k7k1524k824
4k58
3k26

1 



  

k714k26k58
k581
k261

2 



  

by Cramer’s rule  

k
7
k7x 1 




 , k2
7

k714y 2 






  

x k,   y  2 k,   z  k,          where k is any real number  

Remark 2: Here, in the above example, we have taken z = k. You may also 
take y = k or x = k and then can solve by taking any two equations out of (1), 
(2), (3) in remaining two unknowns using Cramer’s rule.     
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Now, you can try the following exercise. 

E 4) Solve the following system of equations using Cramer’s rule:  
         (i) 11y5x3    (ii) 5y2x    (iii) 6yx2   
             18y3x2                   8y4x2        18y3x6   
 
6.6    SUMMARY  
Let us summarise the topics that we have covered in this unit:  

1) Adjoint of a square matrix.  
2) Inverse of a square matrix. 
3) Application of matrices for solving a given system of linear equations, i.e. 
        matrix method. 
4)   Application of determinants for solving a given system of linear equations, 

i.e. Cramer’s rule.  

6.7    SOLUTIONS/ANSWERS  

E 1)  






 


54
32

A  

          Let ijA  denotes the cofactor of th)j,i( element of the matrix A.  

         1 1
11A ( 1) (5) 5,      4)4()1(A 21

12    

         2 1
21A ( 1) ( 3) 3,      2)2()1(A 22

22    

          
















 


24
35

23
45

adjA
'

 

          221210)12(10
54
32

A 


  

          
2 3 5 3 10 12 6 6 22 0

A(adjA)
4 5 4 2 20 20 12 10 0 22

         
                  

  

               =I22
10
01

22 2







 2IA   … (1)  

          
5 3 2 3 10 12 15 15 22 0

(adjA)A
4 2 4 5 8 8 12 10 0 22

          
                   

  

             22 IAI22
10
01

22 







   … (2)  

           From (1) and (2), we get  

           2IAA)adjA()adjA(A   

E 2)   




















25

41
  B   ,

41
32

A  

          01138
41
32

A 


  
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             1A exists.  

             022202
25

41
B 


  

             1B exists.  

       AB = 
2 3 1 4 2 15 8 6 17 2
1 4 5 2 1 20 4 8 19 12

        
                     

 

      024238204
1219
217

AB 


  

            1)AB(   exists.  
           Let ij ij ijA , B ,  C denotes the cofactors of th)j,i( element of matrices A, B, 

AB  respectively.  

           4)4()1(A 11
11   ,       1)1()1(A 21

12    

            3)3()1(A 12
21   ,       2)2()1(A 22

22    
      2)2()1(B 11

11   ,      5)5()1(B 21
12    

      4)4()1(B 12
21   ,        1)1()1(B 22

22    

      12)12()1(C 11
11   , 19)19()1(C 21

12    

      2 1
21C ( 1) (2) 2,            17)17()1(C 22

22    

            






























 












15
42

14
52

adjB,
21
34

23
14

adjA
''

 

            
'

112 19 12 2 4 31 1adj AB , A (adjA)
2 17 19 17 1 2A 11

         
              

 

           
'

1 2 4 2 51 1 1B (adjB)
5 1 4 1B 22 22

       
          

 

  1 12 21 1(AB) (adjAB)
19 17AB 242

   
    

                                … (1)                        








 













21
34

11
1

15
42

22
1AB 11  

              = 

















 











215120
8648

242
1

21
34

15
42

242
1  

             












1719
212

242
1                                    … (2)  

            From (1) and (2), we have  

           111 AB)AB(    

E3) (i) Given system of equations is  
             x + y = 3 
             4x – 3y = 5 



 

 

Matrices, Determinants 
and Collection of Data  

52 

            This system of equations can be written in matrix form as  

            
























 5

3
y
x

34
11

 

            Or AX = B  …. (1)  

             




























5
3

B,
y
x

X,
34

11
Awhere  

          0743
34

11
A 


  

          1A  exists. 
          Let ijA denotes the cofactor of  thj.i  element of the matrix A.  

                 1 1 1 2
11 12A 1 3 3, A 1 4 4            

                 2 1 2 2
21 22A 1 1 1, A 1 1 1         
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         Equation (1) 
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9 5 14 21 1

12 5 7 17 7
       

                
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        By definition of equality of two matrices, we have  
        x = 2, y = 1 
(ii)   Given system of equations is  
        2x – 3y = 3 
        6x – 9y = 5 
        This system of equations in matrix form can be written as  
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        Or AX = B  … (1),       where 




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
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

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32

A 



  

       1A does not exists. 
        system has either no solution or infinite many solutions.  
        Let ijA denotes the cofactor of  thj,i  element of A.  

              661A,9)9(1A 21
12

11
11    

              2 1 2 2
21 22A 1 3 3, A 1 2 2         
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adjA B O null matrix
6 2 5 18 10 8
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                     

 

         Hence system has no solution.  
 
(iii)   Given system of equations is  
         2x + 3y = 5  … (1)  
         4x + 6y = 10  … (2)  
        This system of equations can be written in matrix form as  
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        Or 



























10
5

B ,
y
x

X,
64
32

 A      where,BAX  

        012123462
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32

A   

        1A does not exist.  
         system has either no solution or infinite many solutions. 
        Let ijA denotes the cofactor of th)j,i( element of the matrix A.  

        6)6()1(A 11
11   , 4)4()1(A 21

12    

        3)3()1(A 12
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        (adjA)B = 
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 null matrix  

         system has infinitely many solutions and given by putting y = k in (1), 
        we get  

        2x + 3k = 5   x = 
2

k35  

               k, y ,
2

k35x 


 where k is any real number. 

E 4) (i) Given system of equations is  
        3x + 5y = –11 
             2x – 3y = 18 
    

 Here,  019109
32
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            system has unique solution. 
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       by Cramer’s rule  
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76y 2 
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


  

       4 y    ,3x   

       
(ii)  Given system of equations is  
        x– 2y = 5 
        –2x +4y = 8 

        Here, 044
42
21
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


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         system has either no solution or infinite many solutions.  
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       036but   0 1   
        system has no solution.  

(iii) Given system of equations is  
       2x – y = 6   … (1)  
       –6x + 3y = –18  … (2) 
    

      Here, 066
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12


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
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     0   ,0 21   

       system has infinite many solutions and given by putting either x or y     
      equal to some arbitrary constant.  
      Let y = k, where k is any real number.  

      Equation (1) 
2

k6xk6x2 
   

      ,k  y     ,
2

k6x 


    where k is any real number  


